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Abstract

In this paper we present a multigrid method for higher order dis-
continuous Galerkin (DG) finite elements applied to the groundwater
flow equation. It uses an incomplete LU decomposition on an element-
wise block structure as smoother and Galerkin coarse grid correction
with high order approximation on the coarse grid. It is shown ex-
perimentally that the method converges independent of the mesh size
parameter and polynomial degree. The case of discontinuous perme-
ability requires appropriate ordering of the unknowns. Furthermore,
we compare the approximation quality of DG with vertex centered
finite volumes and mixed finite elements.

1 Discontinuous Galerkin Finite Element Method

The discontinuous Galerkin method for diffusion problems has been formu-
lated in [6].

1.1 Notation

In this paper we wish to solve the groundwater flow problem

∇ · (%j) = q in Ω, (1a)

j = −
K

µ
(∇p − %g), (1b)

p = g on ΓD ⊆ ∂Ω, (1c)

%j · n = h on ΓF = ∂Ω \ ΓD, (1d)

where %, µ are density and viscosity of the fluid, K is the absolute perme-
ability, g is a vector pointing in direction of gravity with magnitude equal to
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the gravitational acceleration and p is the unknow pressure. Ω is a bounded
Lipschitz domain in R

d, d = 2, 3 and n denotes the outer unit normal.
Let Th be a partitioning of the domain Ω into elements. The elements

of the partitioning are denoted by

Th = {Ω1, . . . ,Ωe, . . . ,Ωf , . . . ,Ωnh
}

The partitioning may be very general, it is only required that

Ω̄ =

nh
⋃

e=1

Ω̄e and Ωe ∩ Ωf = ∅. (2)

The set of internal edges (faces in 3d) Γint of the partitioning is

Γint =
⋃

Ωe,Ωf

(∂Ωe ∩ ∂Ωf ). (3)

On each internal edge/face Γef = ∂Ωe ∩∂Ωf with e > f we have the normal
nef pointing from Ωe to Ωf . ΓD is the set of element edges/faces on the
Dirichlet boundary and ΓF the element edges/faces on the boundary where
fluxes are prescribed.

The discontinuous Galerkin (DG) method approximates the weak solu-
tion of (1) in finite-dimensional subspaces of the broken Sobolev space

Hm(Th) = {v ∈ L2(Ω)| v|Ωe ∈ Hm(Ωe) ∀Ωe ∈ Th} (4)

with m ≥ 1, i. e. functions may be discontinuous at element boundaries.
In the discrete scheme the spaces Hm(Ωe) will be replaced by polyno-

mials Pre(Ωe) of degree re on element Ωe. These polynomials are generated
from the polynomials on the reference element Ω̂ via

Pre(Ωe) =
{

ϕ | ϕ = ϕ̂ ◦ T−1
Ωe

, ϕ̂ ∈ P̂ = Pre(Ω̂)
}

, (5)

where TΩe : Ω̂ → Ωe is the mapping from the reference element to the
transformed element.

The degree re may vary from element to element but in our application
it will be held fixed, i. e. re = r for any e. Our discrete solution space
therefore is

Vh,r(Th) =

nh
∏

e=1

Pr(Ωe). (6)

Finally, we need the jump of a function v ∈ Hm(Th) at a point x on the
edge/face Γef

[v]ef (x) = v|(∂Ωe∩Γef )(x) − v|(∂Ωf∩Γef )(x), e > f, (7)
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and the average

〈v〉ef (x) =
1

2

(

v|(∂Ωe∩Γef )(x) + v|(∂Ωf∩Γef )(x)
)

, e > f. (8)

For two functions v, w ∈ Hm(Th) we have the formula

[vw]ef = [v]ef 〈w〉ef + 〈v〉ef [w]ef . (9)

1.2 Weak Formulation

Taking the exact solution of (1), testing with a function v ∈ Hm(Th), m > 3
2 ,

and integrating by parts we get
∫

Ω

∇ · (%j)v dx =
∑

Ωe∈Th

∫

Ωe

∇ · (%j)vdx

=
∑

Ωe∈Th



−

∫

Ωe

%j · ∇v dx +

∫

∂Ωe

v%j · n ds





=
∑

Ωe∈Th

−

∫

Ωe

%j · ∇v dx +
∑

Γef⊆Γint

∫

Γef

[v%j · nef ] ds

+
∑

Γe⊆ΓD

∫

Γe

v%j · n ds +
∑

Γe⊆ΓF

∫

Γe

vh ds .

(10)

For the jump term occuring in (10) we use (9) to obtain

[v%j · nef ] = [v] 〈%j · nef 〉 + 〈v〉 [%j · nef ] .

The second term in this equation is the jump in the flux over inter-element
boundaries which is zero (assuming that j is the solution of (1) ), i. e. we
get

[v%j · nef ] = [v] 〈%j · nef 〉 . (11)

Inserting Darcy’s law (1b) into (10), using (11) and collecting all terms
involving gravity we arrive at
∫

Ω

∇ · (%j)v dx =
∑

Ωe∈Th

∫

Ωe

%
K

µ
∇p · ∇v dx

−
∑

Γef⊆Γint

∫

Γef

[v] 〈%
K

µ
∇p · nef 〉 ds −

∑

Γe⊆ΓD

∫

Γe

v%
K

µ
∇p · n ds

+
∑

Γe⊆ΓF

∫

Γe

vh ds −
∑

Ωe∈Th

∫

Ωe

%2 K

µ
g · ∇v dx

+
∑

Γef⊆Γint

∫

Γef

[v] 〈%2 K

µ
g · nef 〉 ds +

∑

Γe⊆ΓD

∫

Γe

v%2 K

µ
g · n ds .

(12)
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If we want to use (12) for the definition of a weak solution some form
of continuity of p over inter-element boundaries is needed. This is done by
requiring

∑

Γef⊆Γint

∫

Γef

〈%
K

µ
∇v · nef 〉[p]ef ds = 0, (13)

i. e. 〈%K
µ ∇v ·nef 〉 is used as a test function in this weak continuity. Dirichlet

boundary conditions are also imposed in a weak form by requiring

∑

Γe⊆ΓD

∫

Γe

(

%
K

µ
∇v · n

)

(p − g) ds = 0. (14)

These two weak continuity requirements are not enforced strictly but rather
are added as a penalty to the weak form (12).
Now we are able to state the complete bilinear form

ah(p, v) =
∑

Ωe∈Th

∫

Ωe

%
K

µ
∇p · ∇v dx

+
∑

Γef⊆Γint

∫

Γef

〈%
K

µ
∇v · nef 〉[p] − [v] 〈%

K

µ
∇p · nef 〉 ds

+
∑

Γe⊆ΓD

∫

Γe

(

%
K

µ
∇v · nef

)

p − v

(

%
K

µ
∇p · n

)

ds

(15)

and right hand side

lh(p, v) =
∑

Ωe∈Th

∫

Ωe

(

%2 K

µ
g

)

· ∇v − qv dx

−
∑

Γef⊆Γint

∫

Γef

[v] 〈%2 K

µ
g · nef 〉 ds −

∑

Γe⊆ΓF

∫

Γe

vh ds

+
∑

Γe⊆ΓD

∫

Γe

(

%
K

µ
∇v · n

)

g − v%2 K

µ
g · n ds .

(16)

The discrete problem to be solved then reads: Find ph ∈ Vh,r(Th) such
that

ah(ph, vh) = lh(vh) ∀vh ∈ Vh,r(Th). (17)

1.3 Basic Properties

The bilinear form ah is non-symmetric and positive semi-definite, i. e. we
have ah(vh, vh) ≥ 0. The DG method exhibits optimal order convergence
in the H1-norm, i. e. O(hr) for degree r polynomials, if the solution is
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sufficiently regular. Convergence in L2 is O(hr+1) for r odd and (suboptimal)
O(hr) for r even. These results hold for polynomial degree r ≥ 2. For r < 2
the method is unstable. Moreover, the DG approximation is locally mass
conservative over elements making it very attractive for flow and transport
calculations. For proofs of these results and the necessary assumptions we
refer to [6], [7].

Another nice feature of the method is that the polynomial space

Pr = {xα| |α| ≤ r} (18)

can be used for every element type (here we use the usual multiindex no-
tation). As an example we consider the 2d case with r = 2. Then the
polynomials generated by the basis {1, x, y, x2, xy, y2} are used for triangu-
lar as well as quadrilateral elements. There are six degrees of freedom per
element in this case. Degrees of freedom in one element are coupled with
each other and with all degrees of freedom in neighboring elements.

In the implementation we do not use the monomials as a basis for Pr. In
order to avoid conditioning problems we use basis polynomials ϕ̂i that are
L2-orthonormal on the corresponding reference element Ω̂:

(ϕ̂i, ϕ̂j)Ω̂ =

∫

Ω̂

ϕ̂iϕ̂j dx = δij i, j ∈ {1, . . . , nr}, (19)

nr the number of degrees of freedom per element.
These basis polynomials are generated from the monomials using sym-

bolic Gram-Schmidt orthogonalization with Mathematica. Evaluation of the
basis polynomials uses Horner’s scheme to avoid roundoff errors.

By mapping the basis functions ϕ̂k from the reference element to the
transformed element we obtain the global basis

Φh = {ϕ1, . . . , ϕm}.

Inserting the basis representation ph =
∑m

i=1 xiϕi into (17) we obtain a large
system of linear equations

Ax = b (20)

with
Aij = ah(ϕj , ϕi), bi = lh(ϕi). (21)

The aim of this paper is the efficient solution of this linear system with a
computation time proportional to m, the total number of degrees of freedom.

We implemented the DG method and the multigrid solver in the PDE
software package UG, see [1]. Using the abstractions provided by UG the
method can be used for all element types supported by UG: triangles, quadri-
laterals, tetrahedra, prisms, (four-sided) pyramids and hexahedra.
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2 Development of a Multigrid Algorithm

Multigrid methods, described e. g. in [4], consist of smoothing, prolongation
and restriction operators. Subsequently we show how these operators are
defined in our method.

2.1 Nested Finite Element Spaces

We assume that a set of nested triangulations T 0 . . . T L, with nl elements
each, is given. On every mesh level l we have the discrete spaces V l

r =
Vh,r(T

l) equipped with the basis

Φl = {ϕl
1, . . . , ϕ

l
ml

}.

ϕl
i has support in exactly one element. The indices of the basis functions

associated with element Ωe ∈ T l are

I l
e = {j | supp ϕl

j ⊆ Ω̄e}. (22)

Note that we use polynomial degree r on every mesh level. The corre-
sponding bilinear form and right hand side on level l are denoted by al and
ll.

Since the triangulations are nested, the spaces are also nested, i. e. V 0
r ⊆

. . . ⊆ V L
r , and every coarse grid basis function can be expanded in fine grid

basis functions:

ϕl
i =

ml+1
∑

j=1

ωl+1
ij ϕl+1

j . (23)

We now explain how to compute the factors ωl+1
ij . Let ϕl

i be a basis func-

tion with support in Ωe ∈ T l. Let Ωf ∈ T l+1 be an element obtained from
the subdivision of Ωe, i. e. Ωf ⊆ Ωe. By ϕ̂i, ϕ̂l+1

j we denote basis functions
on the reference element that are mapped to the global basis functions ϕi

and ϕl+1
j .

Function ϕl
i restricted to Ωf is a polynomial of degree r and can be

represented uniquely with the basis functions on Ωf . The representation

can be computed on the reference element Ω̂ using

ϕl
i|Ωf

=
∑

j∈Il+1

f

ωl+1
ij ϕl+1

j

⇔ ϕ̂l
i ◦ T−1

Ωe
◦ TΩf

=
∑

j∈Il+1

f

ωl+1
ij ϕ̂l+1

j

⇔ ∀k ∈ I l+1
f : (ϕ̂l

i ◦ T−1
Ωe

◦ TΩf
, ϕ̂l+1

k )Ω̂ =
∑

j∈Il+1

f

ωl+1
ij (ϕ̂l+1

j , ϕ̂l+1
k )Ω̂ .

(24)
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Since our basis polynomials are L2-orthonormal on the reference element,
the mass matrix is the identity and we get

ωl+1
ij = (ϕ̂l

i ◦ T−1
Ωe

◦ TΩf
, ϕ̂l+1

j )Ω̂. (25)

The transformation T−1
Ωe

◦ TΩf
: Ω̂ → Ω̂ depends only on the type of

refinement and not on the shape of the individual element and the factors
ωl+1

ij could be precomputed. However, since UG knows many refinement
rules in 3d, we currently evaluate (25) for every element using numerical
quadrature.

The factors ωij from (25) are the entries of the restriction and prolonga-
tion matrices (R = P

T ) as can be seen from a straightforward application
of the variational multigrid formulation.

2.2 Smoothing Iterations

The smoother should remove all algebraic errors that are not handled by
the coarse grid correction. In that sense it is complementary to the coarse
grid correction. Typically, smoothers are single grid iterative schemes for
the solution of linear systems, see [5] for an introduction.

The point-wise Jacobi and Gauß-Seidel iterations are not applicable since
the matrix A is only positive semi-definite (xT Ax ≥ 0). Zero diagonal
elements are obtained for inserting into the bilinear form a function that is
constant on an element.

For this reason one has to use block iterations. The most natural block
structure is given by combining all degrees of freedom corresponding to one
element, i. e.:

A
l,e,f =

{

A
l
ij

}

i∈Il
e, j∈Il

f

(26)

and A
l being the block matrix

A
l =

{

A
l,e,f

}

Ωe,Ωf∈T
l
. (27)

Unfortunately, Jacobi and Gauß-Seidel iterations with respect to this
block structure are not effective smoothers. This can be explained as fol-
lows: The diagonal block A

l,e,e corresponds to a discretization of the flow
equation on element Ωe including a weak form of continuity of pressure
over ∂Ωe. Because neighboring elements fix the “boundary conditions” for
the current element the error on the inter-element boundaries is only re-
moved very slowly. The situation can be remedied by an overlapping patch
smoother, where, for every element Ωe, all degrees of freedom of Ωe and
some neighborhood are updated. This iteration is an effective smoother but
has a high operation count.

However, it turns out that an incomplete LU-decomposition on the block
structure (27) is a very effective smoother and has a low operation count.
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The only draw-back of ILU is that an additional matrix has to be stored.
Note that the ordering of the blocks is not important unless some robustness
with respect to discontinuous or anisotropic permeability is required.

If the permeability K is very different from element to element we ob-
serve the following problem: Assume that element Ωe has permeability
K = εI and all neighboring elements Ωf have permeability K = I where
I is the identity. Then all entries of the diagonal block A

l,e,e will have size
O(ε) and all offdiagonal blocks A

l,e,f will have entries of size O(1). The
patch-wise smoothers do not work in this case. The ILU-smoother works if
blocks corresponding to low permeability elements are ordered first. There-
fore, for general permeability fields, we order the blocks with respect to
increasing permeability.

3 Numerical Results

We now illustrate the effectiveness of the proposed multigrid procedure with
numerical experiments.

3.1 Model Problems

The first example is taken from [6], [8]. We solve −∆p = f , p = g on ∂Ω,
in the unit square Ω = (0, 1)2 where f and g are chosen such that the exact
solution

p(x, y) = e−((x−1/2)2+(y−1/2)2)

is obtained.
The unit square is discretized with a triangulation T 0 consisting of four

equidistant quadrilateral elements. Finer grids are obtained through regular
subdivision of each element into four quadrilaterals. Figure 1 shows the
convergence of the DG method in the H1-norm in comparison to a standard
vertex-centered finite volume scheme (for triangular elements this scheme
is explained e. g. in [3]). It is clearly seen that optimal order convergenve
O(hr) is obtained in this case. Note that the horizontal axis shows execution
time for assembling and solving the linear systems and not just number of
degrees of freedom. The most accurate solution (4096 elements with r = 6
had 114688 degrees of freedom.

The linear systems have been solved using a multigrid V-cycle with ν1 =
ν2 = 1 pre- and post-smoothing steps with ILU on the element-wise block
structured matrix. Iterations were stopped when the initial residual has
been reduced by 10−8 in the Euclidean norm. Number of iterations for
standard multigrid applied to the low-order finite volume discretization and
the new method for DG are shown in Table 1. It can be observed that the
method convergences independently of h and r.
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Figure 1: H1-error for DG and vertex centered finite volume scheme in case
of full regularity.

Table 1: Number of multigrid iterations for full regularity model problem.
h−1 FV r = 2 r = 3 r = 4 r = 5 r = 6

4 3 5 5 5 5 4
8 4 7 6 6 5 6

16 4 7 6 6 5 6
32 4 7 6 6 5 6
64 4 7 6 6 5 6

128 4 6 6 6
256 4
512 4

Table 2: Number of multigrid iterations for reentrant corner problem.
Triangles FV r = 2 r = 3 r = 4 r = 5 r = 6

20 4 7 8 7 7 8
80 6 8 7 7 8 8

320 6 8 8 7 8 8
1280 6 9 8 7 8 8
5120 7 9 8 7

20480 7 9
81920 7
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Figure 2: Permeability (left) and zoom of the flow field (right) for the dis-
continuous coefficient example.

In the second example we solve −∆p = 0, p = g on ∂Ω in a domain with
a reentrant corner, in this case 7/8 of a circle. Dirichlet boundary conditions
are taken from the exact solution

p(r, φ) = r
4

7 sin(
4

7
φ)

in polar coordinates. Convergence order is now O(h4/7) in the H1-norm
independent of the polynomial degree and the higher order method has no
advantage in terms of error vs. computation time. However, the perfor-
mance of the multigrid solver is of interest since it could also be used in
combination with hp-adaptive refinement. Table 2 shows the number of
multigrid iterations. Solver parameters were the same as in the full regular-
ity problem. Similar asymptotic performance can be observed. The number
of iterations is higher than in the full regularity case due to the fact that
triangular elements are used and not because of a lack of regularity.

3.2 Discontinuous Coefficient Example

This example is taken from [3] and illustrates the accuracy of the method
in the case of highly discontinuous coefficents.

We solve −∇ · {k(x, y)∇p} = 0 in the unit square with p = 1 for x = 0,
p = 0 for x = 1 and no flow boundary conditions for y = 0 and y = 1. The
permeability field is defined on a 20 × 20 mesh and is shown in Figure 2 on
the left. In dark areas the permeability is k = 10−6 elsewhere it is k = 1.

The unit square is discretized with 20 × 20 × 2 triangular elements such
that the permeability field is resolved with coarse grid elements. Finer grids
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Table 3: Total flux through the system for discontinuous coefficent example.
h−1 FV r = 2 r = 3 r = 4 r = 5 r = 6 MFE

20 0.6991 0.5094 0.5152 0.5174 0.5232 0.5152 0.4508
40 0.6466 0.5179 0.5181 0.5208 0.5206
80 0.6170 0.5194 0.5192 0.5201

160 0.5998 0.5199 0.5198
320 0.5890
640 0.5816

Table 4: Number of multigrid cycles in the discontinuous coefficient example.
l h−1 FV r = 2 r = 3 r = 4

1 40 6 14 14 16
2 80 7 14 12 15
3 160 7 13 12
4 320 8
5 640 9

are obtained through regular refinement. The right half of Figure 2 shows
a zoom of the flow field computed with r = 3 on the coarsest mesh.

In Table 3 we show results for the unknown total flux through the system.
We compare the vertex centered finite volume method (which in this case
is identical to P1 conforming finite elements), DG with r = 2 up to r = 6
and the lowest order mixed finite element method. The value for the mixed
method is taken from [3]. The “exact” value has been given in [3] as 0.5205
which was obtained by computing approximations on a sequence of meshes
up to 200× 200 with a cell centered finite volume scheme and extrapolation
to h = 0. The results clearly show the unsuitability of the standard finite
element method for this type of problem. Moreover, the error in the mixed
finite element solution on the coarsest mesh is about a factor six larger
than the error in the DG result on the same mesh. However, the number
of unknowns is also about 2.5 times larger for DG (4800 vs. 2000 in the
non-hybridized version). This result clearly shows the suitability of the DG
method since the MFE is considered optimal for this type of problem.

The performance of the multigrid method is shown in Table 4. For the
discontinuous coefficent example we used a multigrid V-cycle with ν1 = ν2 =
2 ILU smoothing steps as a preconditioner in the BiCGSTAB-method, see
[2]. The table shows the number of preconditioner evaluations needed to
reduce the norm of the defect by 10−8. Again the iteration numbers seem
to be independent of h and r.
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Figure 3: Permeability field (top), mesh and Darcy velocity (bottom) for
the unstructured mesh example.
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Table 5: Multigrid iterations and flux values for unstructured mesh example.
nl (triangles) 1666 6664 26656 106624 426496
MG IT (FV) 1 5 5 6 6
MG IT (DG, r = 2) 1 10 13 13

103·FLUX1, FV 1.4079 1.5497 1.6358 1.6926 1.6644
103·FLUX1, DG,r = 2 1.7307 1.7087 1.6967 1.6911
104·FLUX2, FV 4.5173 4.7850 4.9394 5.0060 4.9450
104·FLUX2, DG,r = 2 4.7113 4.9171 4.9525 4.9598

3.3 Unstructured Mesh Example

In order to asses the approximation quality and multigrid performance for
more realistic groundwater applications we solve Eq. (1) in the domain
shown in Figure 3. The permeability varies over four orders of magnitude
and is shown in the top plot of Figure 3. The coarse mesh (middle plot)
resolves the jumps in permeability and the Darcy velocity is shown in the
bottom picture. In contrast to the previous examples this one is a vertical
model including gravity forces.

Table 5 shows the number of multigrid cycles needed to reduce the resid-
ual norm by 10−6 and the fluxes through the left (FLUX1) and right narrow
channels (FLUX2). We compare the vertex centered finite volume method
and DG with r = 2. The multigrid V-cycle used ν1 = ν2 = 2 ILU smoothing
steps and was employed as a preconditioner in BiCGSTAB. The flux values
are again much more accurate for the DG method and show much better
convergence.

4 Conclusions

In this paper we presented a multigrid method for higher order discontinu-
ous Galerkin finite elements applied to the groundwater flow equation. We
have shown experimentally that the method converges independent of the
mesh size parameter and polynomial degree. The case of discontinuous per-
meability requires appropriate ordering of the unknowns and assumes that
the jumps are resolved on the coarse grid.

We have also shown that the approximation using DG is considerably
more accurate than with vertex centered finite volumes and it is even com-
petitive with the mixed finite element method.

The code also implements the threedimensional case and can be used
to do hp adaptive refinement. The DG method can also be applied to
the solute transport equation and naturally yields higher order upwind and
locally conservative discretizations. This has been implemented in the code
will be the subject of a forthcoming paper.
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porösen Medien auf der Feldskala unter Berücksichtigung des Gaslösungs-
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