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Classificaton of MIMD Architectures

@ Physical memory arrangement

> shared memory
> distributed memory

@ Address space

> global
> Jocal

@ Programming model
> shared address space
> message passing

@ Communication structure
> Memory coupling
> Message coupling

@ Synchronization

> semaphores
> barriers

@ Latency treatment
> latency hiding
> latency minimization
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Distributed Memory: MP

Connection Network CN

@ Multi processors have a local address space: Each processor can access
only its associated memory.

@ Interaction with other processors exclusively by sending of messages.

@ Processors, memory and cache are standard components: Full utilization
of the price advantage of high quantity of units.

@ Connection network ranging from Fast Ethernet to Infiniband.
@ Approach with highes scalability: IBM BlueGene > 100 K processors
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Distributed Memory: Message Passing

address

Local Process
Address Space

Process P

Send X, Q.t

Match

Recv Y. Pt

Local Process
Address Space

Process Q

@ Processes communicate data between distributed address spaces
@ Explicit message passing is hecessary

@ Send-/Receive operations
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A Generic Parallel Computer Architecture
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Generic approach of a scalable parallel computer with distributed memory
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Scalability Parameters

Parameters, that drive the scalability of a computing system:

@ Bandwidth [MB/s]

@ Latency [us]

@ Costs [$]

@ Physical size [m?,m?]

@ Power consumption [W]

@ Fault tolerance / recovery abilities

A truely scalable architecture should avoid any hard limits!
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Influence of Parallel Software?

70
—A—Vers. 12/94
60 T |—O—Vers. 9/94
—O0—Vers. 8/94
50
2 40 -
pel
8
& 30
20 -
10 +
0 & ! !
0 50 100 150
Processors

from Culler, Singh, Gupta: Parallel Computer Architecture
Although the parallel architecture scales scalable software is prerequisite for
scalable numerical computation.
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Message Passing

Memory block (of variable length) shall be copied from one memory to another
More precise: From the address space of one process to the address space
of another process (running on a different processor)

The connection network is packet oriented. Each message is subdivided in
packets of fixed length (e. g. 32 byte to 4 kbyte)

Tail Usage Data Head

|

Head: target processor, tail: check sum
Communication protocol: acknowledgment whether packet has arrived valid,
flow control
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Message Passing
Layer model (Hierarchy of protocols):

SO

Operating Operating
System System
Network Driver Network Driver

Network Network
Interface Interface

Connection Network

Model of transmission time:
tmess(N) = ts + N tp.

ts: setup time (latency), t,: time per byte, 1/t,: bandwidth, dependent on
protocol
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Network Topology |
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(a) full connected, (b) star, (c) array
(d) hypercube, (e) torus, (f) folded torus

@ Hypercube: of dimension d has 29 processors. Processor p is connected
to q if their binary representation differs in exactly one bit.

@ Network node: Earlier (before 1990) this was the processor itself,
nowadays it is a dedicated communication processor.
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Network Topology I

Reference parameters:

Network topology Node- Wire- Dia- Bisection- | Sym-
degree count meter bandwidth| metry
K L D B
Full Connectivity N-1 N(N —]1 (N/2)? yes
1)/2
Star N-1 N-1 2 IN/2] no
2D Grid 4 2N — [ 2(VWN - | VN no
2vN 1)
3D Torus 6 3N 3[VN/2| | 2VN yes
Hypercube log, N nNlog, N | n N/2 yes
k-ary n-cube (N = k") | 3N nlk/2] nN 2kt yes
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Store & Forward Routing

Store-and-forward routing: Message of length n is subdivided into packets of

length N. Pipelining on packet level: Packet is stored completely in the
network node.
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Store & Forward Routing

Transmission of a packet:
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Store & Forward Routing

Run time:
n
toe (N, d) =t + d(ty + Nio) + (5 — 1) (tn + Nto)

=t +t (d+%—l)+tb(n+N(d—1)).

ts: time, that is needed on source and target computer until the network is
instructed with the message transmission, respectively until the receiving
process is informed. This is the software share of the protocol.

ty: time that is necessary to transmit the first byte of a message from a
network node to another one (node latency, hop—time).

ty: time for transmission of a byte from network node to network node
d: Hops to reach the target node.
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Cut-Through Routing

Cut-through routing or wormhole routing: Packets are not buffered, each word
(so called flit) is routed immediately to the next network node.
Transmission of a packet:

(= I =)

n Routing
Glelil—0] =2
Gl—0] — [ 22
Cl—[] — — [T T 1]
— —[alel 1]
— Il ol ]
Time n

Run time:
tCT(n, N,d) =ts + thd + tpn

Time for short message (n = N): tct = ts + dt;, + Nty. Because of dt,, < ts
(Hardware!) nearly distance independent
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Deadlock

In packet transmiting network the danger of a
store-and-forward deadlock exists:
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Deadlock

Together with cut-through routing:
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Multi-Processor Performance
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from Culler, Singh, Gupta: Parallel Computer Architecture
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Message Passing Architectures |

i860 i860
Intel
L1S$ L1§ | Paragon
Node

A
l :
Memory Bus (64-bit, 50 MHz)

LNl

Controller
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interleaved A
Source: http://www.cs.sandia.gov/gif/paragon.gif DRAM

courtesy of Sandia National Laboratory

1824 nodes configured as a 16
high by 114 wide array 8 bits
175 MHz
— bidirectional
2D grid network
with processing node
attached to every switch

Intel Paragon:
@ First machine with parallel Unix
@ Process migration, gang scheduling
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Message Passing Architectures |l

General Interconnection
Network fromed from
8-port switches

Vo DMA
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IBM SP2:
@ Compute nodes are RS 6000 workstations
@ Switching network
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Message Passing Architectures Il
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Cray T3E:

@ high package density
@ a single system wide clock
@ virtual shared memory
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Top500

Top500 Benchmark:

@ LINPACK benchmark is used for evaluation of the systems

@ Benchmark performance does not reflect the overall performance of the
system

@ Benchmark indicates performance during solution of dense linear
equation sytem

@ Very regular problem: high acchievable performance (near peak
performance)
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Top 10 of Top500

Stefan Lan,
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site System

National University of Defense  Tianhe-2 (MilkyWay-2) - TH-IVB-FEP Cluster, Intel Xeon
Technology E5-2692 12C 2.200GHz, TH Express-2, Intel Xeon Phi 31 S1P
Ghina NUDT

DOE/SC/Oak Ridge National  Titan - Cray XK7 , Opteron 6274 16G 2.200GHz, Cray Gemini
Laboratory Interconnect, NVIDIA K20x

United States Cray Inc.

DOE/NNSALLNL Sequola - BlusGene/Q, Powsr BQG 16C 1.60 GHz, Gustom
United States: 1BM

RIKEN Acvanced Institute for K computer, SPARC64 VIlifx 2.0 GHz, Tofu Interconnect
Computational Science (AICS)  Fuitsu

Japan
DOE/SC/Argonne National Mira - BlueGene/Q, Power BQC 16C 1.60GHz, Gustom
Laboratory 1BM
United States
Texas Advanced Gomputing Stampede - PowerEdge C8220, Xeon E5-2680 G 2.700GHz,
Center/Univ. of Texas Infiniband FDR, Intet Xeon Phi SE10P
United States Dell
Forschungszentrum Juefich JUQUEEN - BlueGene/Q, Power BOC 16C 1.600GHz, Custom
(Fz4) Interconnect
Germany 1BM
DOE/NNSALLNL Vulcan - BlueGene/Q. Power BQG 16C 1.600GHZ, Custom
United States Interconnect
18M
Lelbniz Rechenzentrum SuperMUC - iDataPlex DX360M4. Xeon E5-2680 8C 2.70GHz,
Gemany Infinlband FDR
181
National Supercomputing Genter Tianhe-1A - NUDT YH MPP, Xson X5670 6C 2.83 GHz,
in Tianjin NVIDIA 2050
China NUDT

h-Performance Computer:

Cores

3,120,000

560,640
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462,462
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5.168.1

5,0089

4.2933

2,897.0
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Rpeak
(TFioprs)

54,902.4

27.1125

20,132.7

11,280.4

10,066.3

8,520.1

58720

5,033.2

31851

4701.0

Power
(kW)

17,808

8209

7.690

12,660

3,945

4,510

2301

1972

3,423
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Top500 key facts

Entry barrier is a performance of 60.8 TeraFlop/s

Mean energy consumption of Top10 is 4.09 MW: 0.8-2 GFlops/W
40 systems need more than 1 MW

Accumulated performance is 123.4 PFlops/s (74.2 PFlop/s)
Top100 minimal performance is 172.6 TFlop/s (115.9 TFlop/s)
20 Petaflops systems

Top500 minial performance is 12.97 TFlop/s (9.29 TFlop/s)
Processor type: Intel SandyBridge, AMD Opteron, IBM Power 68
74.8% of the systems have processors with 6 or more cores
Infiniband (208) and Gigabit Ethernet (207) networks dominate
Architecture: 80% Cluster, 20% MPP, 0% SIMD/SMP
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Top500 Continent + Archtecture Type
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Top500 CoresPerSocket + Interconnect
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IBM Blue Gene/Q Architecture

Blue Gene/Q

2. Single Chip Module

1. Chip:
1 6+2/,4P
cores

@

4. Node Card:
32 Compute Cards,
Optical Modules, Link Chips; 5D Torus

3. Compute card:

One chip module,

16 GB DDR3 Memory,

Heat Spreader for H,O Gooling

5a. Midplane:
16 Node Cards

Stefan (IWR)

ol

5b. 10 drawer:
810 cards w/16 GB
8 PCle Gen2 x8 slots
aD 1/0 torus

7. System:
96 racks, 20PF/s

+Sustained single node perf: 10x P, 20x L

* MF/Watt: (6x) P, (10x) L (~2GF/W, Green 500 criteria)

- Software and hardware support for programming models
for exploitation of node hardware concurrency

6. Rack: 2 Midplanes

Simulation on Hit

Performance Computers WS 15/16
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IBM Blue Gene/Q Networks

98304 node are connected by three distinct, integrated networks

3 Dimensional Torus
e Virtual cut-through hardware routing to maximize efficiency
e 2.8 Gb/s on all 12 node links (total of 4.2 GB/s per node)
e Communication backbone
e 134 TB/s total torus interconnect bandwidth

Global Tree
® One-to-all or all-all broadcast functionality
o Arithmetic operations implemented in tree
o ~1.4 GB/s of bandwidth from any node to all other nodes
e Latency of tree traversal less than 1usec

Ethernet
e Incorporated into every node ASIC
e Disk I1/0

e Host control, booting and diagnostics
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Cray RedStorm

THOR o 17N
RER(/")STORM
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Cray RedStorm Configuration

Normally Switchable Normally
Unclassified Nodes Classified

~—- I

¢ S & -, R e o _ o s s
/O Cabinets

IO Cabinets

8|91 |n |1z|13|14|15|1o|17|1a|1s|zo
3 |4| |zs|zs‘au‘a1|az‘aa|a4| ss|ss|37|aa|ss|w|41 |42|n|u|45|4s|41

s|s| |55|55‘57‘59|59‘50|61| 52 63 o4 [65 o6 [67 [ss [o0 [0 [71 [72 |73 [ma 75 76 77 78 79 80 81 || 13 14

7 |a | |sz|sa‘u‘as|ss‘s7|ss| as|nu|s1|gz|n|s4|gs|9s|97|u|n|1oo|m 102 103 104 105 106 107 108 [ 15 16
A RB Red & Black Red & Black
Switching Switching
120 T8 \ / 120 T8
RAID Storage RAID Storage
Disconnect Cabinets
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Cray RedStorm Building
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Cray RedStorm Compute Node

ASIC = Application
Specific Integrated
Circuit, or a
“custom chip”

YA a3
LA LN .

DRAM 1 (or 2) Gbyte or more

Opteron

Six Links

To Other
Nodes in X, Y,
NIC + and Z
Router
Sandia
e
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Cray RedStorm Cabinet

Compute Node Cabinet
CPU Boards
2 ft 4 ft

—]
e — f—
Cables

Power

Fan Supply

Front Side

= Compute Node Cabinet
¢ 3 Card Cages per Cabinet
¢ 8 Boards per Card Cage
¢ 4 Processors per Board
¢ 4 NIC/Router Chips per Board
¢ N+ 1 Power Supplies
¢ Passive Backplane

= Service and I/O Node Cabinet
¢ 2 Card Cages per Cabinet
¢ 8 Boards per Card Cage
¢ 2 Processors per Board
¢ 4 NIC/Router Chips per Board
¢ Dual PCI-X for each processor
¢ N+ 1 Power Supplies
¢ Passive Backplane
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Blue Gene L vs Red Storm

BGL 360 TF version, Red Storm 100 TF version

Blue Gene L | Red Storm
Node speed 5.6 GF 5.6 GF (1x)
Node memory .25-.5GB 2 (1-8GB) | (4x)
Network latency | 7 us 2 us 217%)
Network link bw | 0.28 GB/s 6.0 GB/s (22x)
BW Bytes/Flops | 0.05 1.1 (22x)
Bi-Section B/F 0.0016 0.038 (24x)
#nodes/problem | 40,000 10,000 (1/4x)
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Cray XT-5 Jaguar Architecture

Node System
73.6 GF 1382 TF
16 GB 300 TB

16 GB
DDR2-800 memory

6.4 GB/sec direct connect
HyperTransport

9.6 GB/sec

256 GB/sec direct
connect memory

SeaStar2+

Interconnect 1x1x1 1x2x2 1x4x16 25x32x16
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Cray XT-5 Jaguar 10-Configuration

Scalable 1/O Network (SION)
4x DDR Infiniband Backplane Network

Login and
Batch Job
Cluster:
Quad-core
Quad-socket
Opterons

64 GB

Spider:

+ 10 Petabytes

XT5:1,382 TF + 192 OSS Nodes
+ 48 DDN 9900 Couplets
« 13,440 disks
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